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Abstract  -  Association rule mining finds frequent itemsets and from which it extracts all the association rules. Classification rule 

mining aims to discover small set of rules to form an accurate classifier. Associative Classification is a combination of the above, which 

provides a special set of association rules whose right hand side is restricted to the classification class attribute and is referred to as 

Class Association Rules(CAR).  Associative Classifier provide greater accuracy than the other classifiers and rules produced may be 

both Positive and Negative. Frequent itemsets produce positive rules and infrequent itemsets produce negative rules. Negative 

Association Rules also provide useful information in devising marketing strategies and many applications would benefit from negative 

associative rules. There are two types of negative association rules, the Confined and the Generalized negative rules. Many authors 

proposed confined negative rule generation but there are very few papers to deal with the generalized negative rules. In this paper, we 

discuss the problem of generating generalized negative associative classification rules and its importance. 
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I. INTRODUCTION 

 The definition of an association rule is the 

implication of the form X => Y and X ∩ Y=ⱷ,  where X 

and Y are frequent item sets in a transactional database. In 

the rule X => Y , where X is called as an antecedent and 

Y  as  consequent of the rule. The rule has a Support  's' 

and Confidence 'c'. In the transaction database D  if s% of 

transactions  contain X U Y, and if c% of transactions in 

D that contain X also contains Y. The Association rules 

which satisfy minimum support and minimum confidence 

thresholds are  deemed as strong rules and identify the 

positive relationship or co-occurrence of frequent 

itemsets.  

Several algorithms have been proposed for mining 

positive rules but a few are there for mining both positive 

and negative rules. It would be necessary not only to 

consider all items in a transaction, but also all possible 

items absent from the transaction. A negative item is 

defined as ⌐A, means item A is absent from a transaction 

and support of ⌐A is sup(⌐A )=1- sup(A). Negative 

association rule is of the form ⌐X=>Y and the itemsets X 

and Y does not coexist in any transactions. There could be 

a considerable exponential growth in the candidate 

generation phase. This is especially true in datasets with 

highly correlated attributes.  

 According to John Tsiligaridis [1], there are two 

types of negative associative rules, the Confined negative 

association rule and the Generalized negative association 

rule. The Confined negative association rule is one of the 

following: ⌐X=>Y, X=>⌐Y or ⌐X=>⌐Y where the entire 

antecedent or consequent must be a conjunction of 

negated or non-negated attributes. Generalized negative 

association rule is a rule for which its antecedent or its 

consequent can be formed by a conjunction of presence or 

absence of terms. An example for such association would 

be: A∧⌐B∧C∧⌐D=> Y. Therefore negative association 

rule is either a negative relationship between two positive 

itemsets or a rule that contains at least one negative item 

in the antecedent or consequent itemsets.  

Associative Classification rule mining is a hybrid 

approach, which provide supervised learning process. 

Class Associations Rules (CAR) may be both Positive and 

Negative, and by generating large number of both positive 

and negative rules, effective classifier can be built. Rule 

based classifiers play an important role in the 

classification problems in many application domains. In 

this paper we propose an associative classifier algorithm 

which generates both positive and negative rules, negative 

rules in the sense both confined and generalized negative 

rules. 

II. LITERATURE SURVEY 

 The concept of negative relationships was 

mentioned first time by Brin et.al [2]. To verify the 

independence between two variables, they used  statistical 

test. To verify the positive or negative relationship, a 

correlation metric was used. Their model is chi-squared 

based. The chi-squared test rests on the normal 

approximation to the binomial distribution. This 

approximation breaks down when the expected values are 

small. 

  Interesting negative rules can be produced with 

Generalized negative association rules (GNAR) [3], and 

this approach can speedup execution time efficiently 

through the domain taxonomy. Advantage of taxonomy  

tree is to eliminate unnecessary rules.  But, if the domain 

does not have any taxonomy tree then this algorithm will 

not be sufficient.  

 Dong, X et al. [4] proposed an algorithm called 

PNAR_IMLMS, which produces valid association rules 
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based on correlation coefficient but the drawback of this 

algorithm is, negative rules extract from uninteresting 

pattern sets which is useless. Optimized association rule 

mining with genetic algorithm produces more reliable 

interesting rules. 

 Old techniques based on support-confidence 

generate large scale of redundant rules therefore Xiufen 

Piao et al.[5] proposed a new algorithm. This algorithm 

performs two functions, correlation and dual confidence. 

Algorithm's first function is finding correlation value and 

according to this value, association rules divide into 

positive and negative rules and second function used dual 

confidence to reduce unwanted negative rules and mined 

useful negative rules. 

 An accurate classifiers is better than decision tree 

classifier. Accurate classifiers have added a new direction 

to the ongoing research. In some cases, It is found that the 

accurate classifier contain the incorrect rules. The idea is 

to put accurate negative rules in place of inaccurate 

positive rules. Generate  enough number of negative rules 

efficiently so that classification accuracy is enhanced. 

Associative classifier with negative rules (ACN)  was 

proposed by Kundu,G et al.[6]  which is time-efficient 

method and it can be used for classification perspective. 

 A novel approach was proposed by Wu. X et al. 

[7]. In this, mining both positive and negative association 

rules of interest can be decomposed into the following two 

sub problems, (1) generate the set of frequent itemsets of 

interest and the set of infrequent itemsets of interest (2) 

extract positive rules PL, and negative rules NL.  

 Wei-Guang et. al.[8] proposed an algorithm 

called SRM to discover subset of negative association 

rules of the type X=> ⌐ Y which are used to find items 

that are substitutes for others in market basket analysis. 

 Fuzzy Weighted Associative Classification based 

on Positive and Negative Rules algorithm proposed in [9] 

generated only Confined Negative rules and have shown 

that the efficiency of the algorithm has been increased by 

adding negative rules to the positive rules.   

III. NEGATIVE CLASS ASSOCIATIVE RULES 

Class Associative Rule (CAR) is an implication of the 

form X => C, where X is an itemset and C is a 

Classification class attribute. Classification algorithms are 

used to build a model from a set of training data whose 

target class labels are known and then this model is used 

to classify unseen instances.  Associative classifier  will 

provide improved performance when negative rules were 

also employed in the training and classification process. 

Most common framework in the association rule 

generation is the Support- Confidence. As given in the last 

section negative rules are of two types, confined and 

generalized negative rules and if the support of a rule is 

greater than or equal to user defined minimum support 

(minsup) threshold and minimum confidence (minconf) 

threshold then the itemset is called frequent itemset 

otherwise as infrequent itemset. 

Confined negative class associative rules are of the 

form   ⌐X => C, X => ⌐C, ⌐X => ⌐C  

Support of these rules can be calculated as 

 sup(⌐X  => C) = sup(X) - sup(X U C) ---------(1) 

 sup(X  => ⌐C) = sup(C) - sup(X U C)----------(2) 

 sup(⌐X  => ⌐C) = 1-sup(X) - sup(C) +  

   sup(X U C)                         ---------------------(3) 

Confidence of these rules are  

 conf(X  =>  ⌐C)=   
                   

       
     ----------(4) 

 conf(⌐X  =>  C)=   
                   

         
   -----------(5) 

 conf(⌐X =>  ⌐C) =   
                           

         
   

                                               -----------------------(6) 

Generalized negative class association rules are as 

follows 

For example let A,B,C are attributes and Z is a class 

attribute. Let the domains of these attributes are 

{a1,a2,a3}, {b1,b2},{c1,c2,c3,c4} and {u, v} then few 

frequent rule items of length 3 are  

  a1˄⌐b1˄c1 => u  

  a2˄b2˄⌐c2 => u 

  a3˄⌐b3˄⌐c3 => v. 

Support of the rule   a1˄⌐b 1˄c1 => u   can be 

calculated as 

 sup(a1˄⌐b1˄c1 => u) = sup(a1˄c1 => u) -     
sup(a1˄b1˄c1=>u)   -----------------(7) 

                 = sup(a1˄c1)- sup(a1˄b1˄c1)      

   ------------------(8) 
Confidence of the rule is 

 conf(a1˄⌐b1˄c1=> u) =   
                   

               
    

                                          ---------------------(9) 

Many algorithms have been proposed for mining 

negative association rules and illustrated some weaknesses 

in the Support- Confidence framework. Several measures 

have been proposed for discovering  interesting rules such 

as Correlation measure, Chi Square measure, mininterest  

etc.,  Most of the authors have proposed  generation of 

only Confined negative association rules, because the 

generation of Generalized negative association rules is a 

complicated process. In the discovery of generalized 

negative association rules, there will be a considerable 

exponential growth in candidate generation, moreover 

memory requirement is also one of the problem and the 

existing pruning techniques are not sufficient. 

 

IV. PROPOSED METHOD 

 Associative Classification produces less number 

of Negative class association rules and Association rule 

mining produces more number of Negative association 

rules. Associative Classification technique can be used as 

a prediction technique[9].  

 We propose a method to discover highly 

interesting generalized negative class association rules. 

Frequent and infrequent itemsets are generated using 

support, confidence measures and correlation measure. 
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Correlation coefficient measures the strength of the 

linear relationship between a pair of two variables. For 

two variables X and Y, the correlation coefficient is given 

by the following formula: 

ρ =      
         

    
   ----------------------(10) 

Cov(X, Y) represents the covariance of the two 

variables and σx stands for the standard deviation. The 

range of values for ρ is between -1 and +1. If the two 

variables are independent then ρ equals 0. When ρ = +1 

the variables considered are perfectly positive correlated. 

Similarly, When ρ= -1 the variables considered are 

perfectly negative correlated. 

 Using positively correlated itemsets, positive class 

association rules are generated and with negatively 

correlated itemsets Confined negative class association 

rules are generated. Generalized negative class association 

rules are generated by the computation of contingency 

table for each attribute. If the observed frequency is 

greater than the expected frequency, the model of no 

effect is rejected and high frequent items  can be found. 

Formula for calculating expected frequency is, 

 

  EFij  =   
       

 
    ----------------------  (11) 

 

Where EFij is the expected frequency for the cell in i
th

 

row and j
th
 column. Ti is the total number of subjects in the 

i
th

 row, Tj is the total number of subjects in the j
th

 row  and 

N is the total number of subjects in the table. 

  If   OFij > EFij   then the subject in the concerned cell 

is highly frequent, where OFij is observed frequency of the 

cell in i
th

 row and j
th 

column. 

All combinations of attributes are generated i.e.,  'n' 

attributes produce 2
n
 combinations, and less frequent 

items with negation in conjunction with  high frequent 

items with non-negated. The algorithm is as follows,  

 

ALGORITHM : Positive and Negative Class Association 

Rule generation 

Input :  TD, minsup, minconf, mincorr 

Output : Positive and Negative Class Association Rule 

  

    1. Generate Classification Association Rules using 

frequent itemset generation and is represented as X 

=>c, where X is an itemset and c is a class label. 

         Examples of such rules are {(Age, 'Young'), 

(Income, „High‟)}  (Student, „Yes‟)} =>(Buy-

Computer, „Yes‟). 

      2. Compute Correlation (corr) between  itemset and 

class attribute. 

3.  If corr >= mincorr                    

      4.  Compute Support (S) and Confidence (C) for each 

rule. 

      5.  If S >= minsup && C>= minconf     

6.   Store these rules into Positive rule base 

7.   If corr < - mincorr 

      8. Generate Confined Negative rules such as 

{X=>¬c}, {¬X=>c} and {¬X=>¬c} 

  9.  Compute support S and confidence C for each 

rule. 

10.  If S >=  minsup && C >= minconf 

11.  Store these rules into Negative rule base. 

      12. Generate Contingency table by calculating 

Observed Frequency(OF)  and Expected 

Frequency (EF) of each attrubute 

13.  If OF  >  EF then Bit Vector BV = 1 

14.  else BV = 0 

15.  Generate Generalized Negative Rule using BV 

               If BV == 1 then item is positive Else the item is 

               negative   such as ⌐A (y) ˄  S (Y) ˄ ⌐ I (M) => BC 

17    Repeat step (4) to (16) until maximum candidate 

              itemset length is obtained. 

18.  Keep all the Positive and Negative rules into main 

        rule base 

 

In the above  algorithm binary vector BV, is an array 

of one's and zero's which is used to generate generalized 

class association rules   

 For example consider buying of a computer using 

transaction data base and domain of attributes such as  

Age (Youth, Middle-aged,  Senior), Student (Yes, No), 

Income (Low, Medium, High) and class attribute Buy-

Computer( Yes, No). Contingency tables for two  

attributes are shown in the  Table.4.1  and Table.4.2, 

Observed Frequency and Expected Frequency are 

calculated, the cells with Observed frequency greater than 

Expected frequency are denoted with * symbol. The cells 

with * symbol are having high frequency and remaining 

cells are less frequency attributes.  To represent this in the 

rule, a bit vector array is generated. Binary Vector for an 

attribute Age and Income generated will be as in the Table 

4.3 and Table. 4.4. If BV=0 then the attribute is an 

infrequent item. In this example Youth will not buy 

computers, that is A(Y) is infrequent and  will be 

designated with negative ⌐A (Y). Generalized class 

association rules are generated by considering less 

frequency attributes with negative symbol. Few rules 

shown in the Table 4.5. 

              
 

AGE 

Buy- 

Computer 

Not Buy- 

Computer 

Total 

Youth 

Exp Freq 

25  

36.2 

*33 

21.8 

58 

Middle aged 

Exp Freq 

 

*41 

28.7 

 

5 

17.29 

 

46 

Senior 

Exp Freq 

32 

33.08 

*21  

19.92 

53 

Total 98 59 157 

                         

          Table. 4.1 
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              Table. 4.2 

 
 

AGE 

Buy- 

Computer 

Not Buy- 

Computer 

Youth 

 
0 1 

Middle 

Aged 
1 0 

Senior 

 
0 1 

            Table. 4.3 

 

 

INCOME 

Buy

- 

Comput

er 

Not Buy- 

Computer 

Low 

 
1 0 

Moderate 1 0 

High 

 
0 1 

            Table. 4.4 

 

 

                                    Table. 4.5 

                       

Contingency tables are used to test hypothesis in order 

to decide whether or not effects are present. Effects in a 

contingency table are defined as relationship between 

rows and column variables. The association between row 

and column attributes are found and less correlated 

attributes are denoted with negation. A number of 

algorithms have been proposed recently to generate 

negative rules but produce large number of negative rules 

and also suffer from multi scan problem. In this process 

pruning will also be done while generating the rules.  

 

V. CONCLUSIONS 

Mining of negative association rules have got a greater 

demand and various algorithms being added to the 

literature. Negative rules are combination of both 

Confined and Generalized rules. Most of the algorithms 

have proposed for mining Confined Negative rules.  

Generalized negative rule generation is a complicated 

process, since it is well known that the itemset generation 

process itself is an expensive one. Associative 

Classification is gaining more importance, it associates 

attributes to class labels. In this paper we  proposed a 

method to generates both positive and negative CARs, 

which will discover both Confined and Generalized 

negative class association  rules. The proposed method is 

very simple and easy to implement and generate strong 

negative rules.  
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INCOME 

Buy- 

Computer 

Not Buy- 

Computer 
Total 

Low 

Exp Freq 

*34 

29.34 

13 

17.66 
47 

Moderate 

Exp Freq 

*41 

39.32 

22 

23.67 
63 

High 

Exp Freq 

23 

29.34 

*24 

17.66 
47 

Total 98 59 157 

GNCAR Confidence 

⌐A (Y) ˄  S (Y) ˄ I (M) => BC 1 

⌐A (Y) ˄  S (Y) ˄⌐ I (H) => BC 0.86 

⌐A (Y) ˄ ⌐ S (N) ˄ I (L) => BC 0.75 

⌐A (Y) ˄ ⌐ S (N) ˄ I(M) => BC 1 

A(M) ˄  ⌐S(N) ˄ I(L) => BC 0.8 

A(M) ˄  S(Y) ˄ ⌐I(H) => BC 1 

A(M) ˄  ⌐S(N) ˄ I(M) => BC 1 

⌐A (S) ˄  S (Y) ˄ I (L) => BC 1 

⌐A (S) ˄  S (Y) ˄ I (M) => BC 1 

⌐A (S) ˄ ⌐ S (N) ˄ I (L) => BC 0.75 

⌐A (S) ˄ ⌐ S (N) ˄ I (M) => BC 1 


